Artificial Intelligence: An Emerging
Oversight Responsibility for
Audit Committees?

By Brian Cassidy, Ryan Hittner, and Krista Parsons, Deloitte & Touche LLP

he audit committee has many discrete duties, including overseeing financial reporting and

related internal controls, the independent and internal auditors, and ethics and compliance,

to name just a few. However, these and other duties are part of a broader audit committee
responsibility: risk oversight. While the audit committee does not manage all risks, it is responsible for
overseeing the procedures and processes by which the company anticipates, evaluates, monitors,
and manages risks of all types. Recent developments in artificial intelligence (Al), including the
emergence of generative Al, are leading businesses to evaluate Al’s potential impact to their business
technology strategy. As businesses expand their use of Al, especially into core business processes,
the audit committee will need to understand the challenges and opportunities presented by Al to
address risks related to governance and stakeholder trust.

WHO’S MINDING THE Al STORE NOW?

According to a 2023 survey conducted by Deloitte and the Society for Corporate Governance,
corporate secretaries see Al strategy and oversight as still evolving. The findings show that few
respondents (13%) had a formalized Al oversight framework, although many (36%) were considering
the development and implementation of Al oversight policies and procedures.
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These results are particularly interesting when compared to a 2022 Deloitte survey, in which 94
percent of respondents said Al was critical to their company’s short-term success.! This may suggest
some level of information asymmetry between management and the board, congruent with the
notfion that Al is in a state of flux. Thus, at least for now, the Al landscape might best be characterized

as an abstract governance puzzle.?

THE Al GOVERNANCE PUZZLE

k= B

Oversight Structure [Not] on the Agenda Risky Lack of Opinion
29% reported that Al over- 44% indicated that Al has not 68% didn’t know (or didn't
sight was not assigned to been on any agenda (full respond) when asked how
any committee or the full board or committee); 37% the company mitigates

board; 16% placed it with the have discussed on an ad hoc Al-related risk.
audit committee. or as needed basis.

RISKS AND OPPORTUNITIES

FAMILIAR AND DIFFERENT SET OF RISKS

With new technology comes the possibility of new risks. Some Al risks present well-trodden chal-
lenges that arise in other technology areas and can be overseen and understood in the context of an
ongoing enterprise risk management (ERM) process,® such as the COSO ERM framework. However,
other risks may be unfamiliar and/or amplified. A few illustrative examples are highlighted below.

Shadow IT Environments: Use of IT assets by personnel without the knowledge or
oversight of IT security professionals can occur with any type of software or hardware.
However, unauthorized use of generative Al by personnel may compound data-related
risks. This risk may be increased given the lack of Al policy in many organizations.
Further, employees leveraging generative Al to write code may inadvertently introduce
vulnerabilities through code generated by Al.

' Business leaders were defined as company representatives who met one or more of the following qualifiers: (1)
responsible for Al technology spending or approval of Al investments, (2) responsible for the development of Al
strategy, (3) responsible for implementation of Al technology, (4) acting as Al technology subject-matter specialist,
or (5) otherwise stated they were influencing decisions around Al technology. See Nitin Mittal, Irfan Saif, and Beena
Ammanath, Fueling the Al transformation: Four key actions powering widespread value from Al, right now, State of Al
in the Enterprise, 5th Edition report, Deloitte, October 2022.

2 Natalie Cooper, Bob Lamm, and Randi Val Morrison, “Future of tech: Artificial intelligence (Al),” Board Practices Quar-
terly, Deloitte, August 2023.

3 Alexander J. Wulf and Ognyan Seizov, “Please understand we cannot provide further information”: Evaluating content
and fransparency of GDPR-mandated Al disclosures,” Al & Society (2022).
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IP Ownership and Infringement: Generative Al users can input confidential or
protected data, which may result in an array of adverse outcomes, including
disclosure of such confidential or protected data to third parties. Outputs using this
type of data may also constitute infringement of infellectual property.# Furthermore,
as generative Al applications are used to craft increasingly sophisticated media
across multiple formats, it may not be clear who owns the rights to any resulting

intellectual property.

Cybersecurity Bad Actors: A frequent concern across many types of technology stems
from malicious acfors who circumvent security protocols. Generative Al use cases may
amplify some types of cybersecurity risks. For example, hackers may use generative Al
to write code for purposes of infilirating data environments or create phishing messages

that more accurately mimic human language and tone.

Finding the appropriate balance between Al’s benefits and risks depends on a constellation of
factors. Outputs produced by generative Al change over time as the technology learns from data.
But just like with humans, it is possible for this subcategory of Al technology to learn things that are
incorrect. For that reason, traditional risk management strategies may not be well-equipped for the

challenges that arise from generative Al use.

GENERATIVE Al RISK EXAMPLES

0 Ly = i

o 0 —
Low Transparency Hallucination Bias Potential Value Alignment
How generative Al Generative Al When trained on Even with safe-
derives its output products and services nonrepresentative guards, generative
can be a “black box,” may generate data, generative Al Al output may
making it difficulf to output that seems output could exhibit contradict its
explain and/or audit. accurate but is systematic errors. intended purpose.®

actually false or
cannot be justified.

4 Christian Heinze, “Patent infringement by development and use of artificial intelligence systems, specifically artificial
neural networks,” in A Critical Mind: Hanns Ullrich’s Footprint in Internal Market Law, Antitrust and Intellectual Property,
eds. Christine Godt and Matthias Lamping, MPI Studies on Intellectual Property and Competition Law, vol. 30 (Hei-
delberg, Germany: Springer, 2023), pp. 489-515.

5 Vic Katyal, Cory Liepold, and Satish lyengar, “Artificial intelligence and ethics: An emerging area of board oversight
responsibility,” On the Board’s Agenda, Deloitte, 2020.
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Regardless of whether the risk is familiar, completely new, and/or amplified, the resultant conse-
quences may be notable. Failure to mitigate any subcategory of Al-related risks may lead to many
adverse outcomes such as reputational damage, financial losses, legal action, and regulatory
infractions. A starting point for addressing such concerns might include using mitigation strategies
that are already known to work in other contexts, such as the COSO ERM framework referred to
earlier. For Al-centric guidance related to implementation and scaling, it may be worth considering
the benefit of systems such as the NIST Al Risk Management Framework.

WITH RISKS COME BENEFITS, TOO

If Al presented nothing but risk, it seems unlikely that it would have emerged as “the” technology of
the future. Clearly, Al has benefits, some of which may not be known for some time. One particular
set of benefits is squarely in the audit committee’s wheelhouse—namely, the potential to streamline
and enhance a company’s internal audit, financial reporting, and internal control functions. There
are also aspects of generative Al fechnology that, while still evolving, may one day fundamentally
change an organization’s financial systems. While there is much uncertainty, the future tfransforma-
tive potential of generative Al may add much to the current array of use cases. In the shorter term,
various subcategories of Al are already capable of improving the quality of financial reporting via
reviewing transactions, identifying errors, addressing internal control gaps, and detecting fraud.

If Al isn’t being used within these areas, the audit committee might ask if the company is exploring
potential use cases—and if the company is not, the committee might ask to hear the reasons behind
that decision.

USE OF AI TECHNOLOGY MAY HAVE MANY BENEFITS

S = X J

Cost Savings Boosted Revenues Development Time New Insights
Process automations Al-infused products Al may shorten time Appropriate
and improvements and services may to market by increas- generative Al
may improve fask provide new growth ing the speed of use may bolster
efficiency. opportunities. early-stage testing. employee creativity.
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USE CASE DESCRIPTION OPPORTUNITIES RISKS

COMMON Al USE CASE EXAMPLES

Use of intelligent
automation to match

The technology may

Poorly designed or

[ o) \Y reduce costs by maintained systems [ o) \Y |5 ASSHE ALE = =4
| 5= 7 invoices fo payments, processing a large may generate errors | 0 — /] HI8 27E ket CHES| H2HE 22N RA| &2lolH LFS
o including classification volume of transactions that are time consum- Azl L2000 22|12 UZ|A|IZ HIES A48 4+ U=, SE5= G| T2 AJIZt0
nvoices of expenses with a high degree of ing to undo. c° = 28 £US
and Payments ZA|
accuracy.
Leverage of natural By producing the Natural language and
language and gener- initial drafts or identi- generative Al trained AAHO| 2 M Al AMAS A= 20t HerE H0|H 2 shE
é | é ative Al processing fying common errors, on biased data may é | é OT2NA SES E5) MBI LE Mol o 22 A0 2t WHH Al=
to create legal docu- generative Al may misapply the law or HE D AMZ 2L AlSto 2 HIR 5820l HE R A&shH
Contract Review ments or review them create efficiencies and make up precedent. AUM EE o= ZHE HfAIO 2 582 0|1 o2 2 A QlaL|C)H
or Generation for errors lower legal liability in a L= MM EH2{ 2HOIS =0l A 0|9
. H= SO =22 T MAS-
cost-effective manner.
Incorporating Modeling and analytics Lack of robust testing 02 Hate 5t510f Doz 9 B Al TS 2215+ Bl AEQ} 7|20
predictive analytics to Al technology may be and regular updates _ - e
/ . v may . / WD B2 Y Lo o2t OlZto] RESH=EojE  YEI0[ET BES
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AT I'g tory management and outpaces human-led become more inaccu- =< WEHE A2 = S 224 AlS| YRt
and Modelin . . .
9 revenue forecasting data analysis efforts. rate over time. oA =US
Use of generative Al Employees may use The technology may o] @ S
. . . . MAME A2 225 Z19|0 AMAE A2 2 =
to develop models generative Al to drive expose confidential JE AIS 2Eo10] AES USYAIS | 71&2 S4B A
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Code ciencies for routine identify possible gener- create outputs that et O Z2|AH|0| JHE AFEAFE Al5H= | Zloliof s ANES
Development  personnel activities ative Al use cases. involve intellectual o E2uHIS A0S MEE 4 US.
property infringement.
ol=
Al AND THE AUDIT COMMITTEE Alt ZEAL &3]
The tendency to assign oversight of emerging risks to the audit committee means it is sometimes MES 2| A0 CHot 25 U2 ZAR| 30| BOSH= 4eF0| 7| 20| ZAHRS|= OALS|Q]
described as the “kitchen sink” of the board. However, as noted earlier, this is consistent with the "DE Z2HE ol dol= 2 O 2 H|Q6H | = SLCH 8 L EA HESHHIRF 20| O|= 2| AT ZH=0| YA
audit committee’s overarching role in risk oversight. It's also worth considering that it is common for AL R3] 0| 71 2 Q5 At US| EESE ZEAFRI RS0 A CHE 24|17} 2= CHE Q{230 Ld=d=
topics taken on by the audit committee at the outset to eventually be overseen by other committees. Z10| U0 |2H= G T8 T QT QIALICH Al ZHE0| QUE ZHO ZIALY|QI5|0| U B0t [ Hatst= 7oz
Some aspects of Al oversight seem more aligned with the audit committee’s work than others. And HRILICH 0|2{3t ASHAS T1245HH, ZIAFR S| Sl 7|4 S2HA U THO|A AZS T12451H= 710
when it comes to considering such congruence questions, it may be helpful to think about the audit HIZFRIBHLICH 0|2 S04, ZEAFSUE]O| HEZO| HH{LAA OIS Taist I ZHDE T0|A Al AR S ZHESH=

committee’s current levels of technology fluency and comfort. For instance, given the audit commit-
tee’s traditional governance areas, it may be prudent for it to oversee Al use in financial reporting.

& The audit committee may want to also think about indirect impacts. Depending on the use case, Al technology may
have an array of indirect effects on financial measures (GAAP or otherwise).
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In other parts of Al oversight, it may be less clear whether the audit committee is a “good fit” For Al Z=8| THE SRS ZAMplESE RIS 2222 1771 2 BEE = AFH. OIS S0, 888 B
example, the impact of generative or natural language Al on the workforce may be more aligned A0 AIZF Q12401 D|R|= G2 Ha/QIA 2] = OALR] =2t O Aete o~ AUEH T
with the oversight of the compensation/talent committee or the full board. ZIAISIB(0] Al ZHE OIS QA2 HOiSHe 'S CHE O|Q0|AE EFLISH & QLALICH MR, Al= 0215] A2
The “temporary assignment” of Al fo the audit committee may make sense for other reasons, as well. 7|00 H&SHA 2 A Heks 7FsA0| =5LICH SR, Alo] CHSF ZE2 ZF210| ZHAIO| S0IR|HAM Al ZH=S
First, Al remains an emerging technology and is likely to continue fo change rapidly. Second, there is ZA5H= HE0| HAE & Q&LICH MR A2 Al = AlQ| YEZ CH2 Q5|7 ZH=5H0F 3T ZAGH= 7S
extensive governmental interest in Al, which may result in legislation that will require adjustments in A7 A2 4= Ql&LCt

its oversight. Thus, determining now that Al, or aspects of Al, should be overseen by another commit-
tee or committees may turn out to be premature.

Olzfet 2442 S THE <t H| W 5t0] =S mfofoh= 10| R8% + AU IS
An audit committee might choose to assess its Al risk tolerance across oversight areas such as auditin _ _ _ _

e alisd . g e FUE 7|22 YYHOR NSO AL A0 TS 48 220 £2 4 UsLICE 121LH2F B0
financial reporting, and internal control functions. It may be helpful to contextualize that analysis O AlAS ASC L D Dol O|X|e CIBHIL TRISH0] 2| ASE T7FSH T BHAF AFBEBIF| 7L O 4O ORALIC
by comparing it to other areas of the company. For example, company divisions that routinely use HE 22T £ 85 MTEI0 DIAlE S HHol0] 2| AT S B ey JFEalF s 242 Ol
technol h ts in client-faci ti h high tite for risk. But _ _ _ R _

e?c no c?gy en oncemen sin c ien GC|.ng operations may oYe a higher oppe ite o.r risk. Bu .c: ZHAIOIB|Z Ot Al Z{HILIA THE0| 205t 22O 2| AT = WIFSH HOILIC) 512(0F H0|E SR AL
higher risk tolerance in operational settings does not necessarily correlate with how risks are viewed L _ N o o R 40| °

. o o 5= Al BHE2.2 QIoh O] 20| BIS O YA QUBLILE. A AIAH Rt w4 7|22 4|2t Z20]

when it comes fo financial reporting impacts. - -

Al 2| AT E Y 4= U=A| LUSHL AFLICE
An imporfonf pOI’T of the Al governance puzzle for the audit committee is GSSGSSing risk. BUf, at least A|O'” EH%J, ;éji_‘HJ—ll_ 'H'%I% 7HHEF6|'—T,— 7‘-”@6"% Zj% ln_-i }\_”7:”7\4 oz 7H|:|E|. Dil Z‘”;éj [—_l_|.7:”5 |:|'§D:| %ﬁéo 6"7‘” O|—|—O'11|
for now, this task is currently made more dvn‘ﬁc.ulf by a shifting regL?Io’rory Iondécope. Governmenf.s QIALICH 2|1 ASFS O BAISHA| DHE = 42 0S| RIAIRF 2R, T2H/Z2j0|ME, 219, 22|, HELIE)
and regulators around the world are considering whether regulation and policy can address Al risks. DT AIO| AR} LA AOH CHE CHESHD T2 AMEE| 7|CHZIZ 7R T QJCH= ZQILICH O|2{3} 0|92 AjZS
Their progr.ess .foword developing and enacting policies and regulations overiAI is uneven across the o1t HOHO|LE AR S 7|CI2l= Z4HCH Al 9J51T} 0[HS A4 20 2 TIISH= 710 O|Z,:10| 012 A olAL|C}
globe and in different stages of development and enactment. And to make things more complex, 2ILE O3t ZAHO| TIHE HBIGHH| 434517 | S[SHAL ZAFOIIBI2F O[AIBZF ZRI0| Al £ B AFRO| B3
stakeholder groups—shareholders, customers/clients, employees, suppliers, and community—all have Oa L omas o oL s

HEY o+ Us SEC AAS 4F= A0 S

varying and sometimes conflicting expectations around use and governance of Al. For these reasons,
there may be a benefit to continuously assessing Al risks and benefits over waiting for emerging

and future legislative proposals or regulatory guidance. But to accurately make such continual
assessments, it's important that the audit committee and the board have sufficient knowledge to ask
questions around the organization’s adoption and use of Al.

9 POTENTIAL AUDIT COMMITTEE OVERSIGHT QUESTIONS

TO CONSIDER

What are the company’s current and potential future use cases for Al, and do any of SIAPZL S 2 22201 020 2H2E 4= Qe Al ARl RC10|H, 0] & MR L2 1T = J|EF ZA|RIS]
them have an impact on financial reporting or other audit committee oversight areas? = g0l = 0|2 l= 20| %1%'—47”?

Has management considered opportunities to use Al that may enhance or improve

, ) . FEU2 HEE D T2 NAS LolotHL WS £ U= Al ZE V(215 1HIRSHIE
financial reporting processes? )
GARIHEVE 22 =S HE0hs AfO[HEQ L= H[0]H 2|t 20| THE SHoIA Tde 4~
What processes are, or will be, used to evaluate dependencies that may arise in other Ql= O|ZAMS IS} | Q5 OftH TR M| A7} AFRE| L AFRE o HUL7}?
areas where the audit committee may have primary oversight, like cybersecurity or
data management? Al AFE TR ATE AR hS 43 I 245} M2k 2004 SIALS] 2|AT M5 =0t YBHLIII?
Are processes for use of Al congruent with the company’s risk appetite in terms of level Al 7|4 7 252 1245 I, 7|2 TR2M A7} ZZ6HHIE 2 T7HE| 1 QH0|EL| T Y=L

of proactiveness and mitigation strategy?

Given the speed of Al fechnology development, are existing processes being assessed
and updated with appropriate frequency?
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