Managing algorithmic risks
Safeguarding the use of complex algorithms and machine learning
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Executive summary

The algorithmic revolution is here.

The rise of advanced data analytics and cognitive technologies has led to an explosion in the use of algorithms across a range of purposes, industries, and business functions. Decisions that have a profound impact on individuals are being influenced by these algorithms—including what information individuals are exposed to, what jobs they’re offered, whether their loan applications are approved, what medical treatment their doctors recommend, and even their treatment in the judicial system. At the same time, we’re seeing a sharp rise in machine-to-machine interactions that are based on the Internet of Things (IoT) and also powered by algorithms.

What’s more, dramatically increasing complexity is fundamentally turning algorithms into inscrutable black boxes of decision making. An aura of objectivity and infallibility may be ascribed to algorithms. But these black boxes are vulnerable to risks, such as accidental or intentional biases, errors, and frauds, thus raising the question of how to “trust” algorithmic systems.

Embracing this complexity and establishing mechanisms to manage the associated risks will go a long way toward effectively harnessing the power of algorithms. And the upside is significant. Algorithms can be used to achieve desired business goals, accelerate long-term performance, and create differentiation in the marketplace. Organizations that adapt a risk-aware mind-set will have an opportunity to use algorithms to lead in the marketplace, better navigate the regulatory environment, and disrupt their industries through innovation.

Increasing complexity, lack of transparency around algorithm design, inappropriate use of algorithms, and weak governance are specific reasons why algorithms are subject to such risks as biases, errors, and malicious acts.
When algorithms go wrong

From Silicon Valley to the industrial heartland, the use of data-driven insights powered by algorithms is skyrocketing. Growth in sensor-generated data and advancements in data analytics and cognitive technologies have been the biggest drivers of this change, enabling businesses to produce rich insights to guide strategic, operational, and financial decisions. Business spending on cognitive technologies has been growing rapidly. And it’s expected to continue at a five-year compound annual growth rate of 55 percent to nearly $47 billion by 2020, paving the way for even broader use of machine learning-based algorithms. Going forward, these algorithms will be powering many of the IoT-based smart applications across sectors.

While such a change is transformative and impressive, cases of algorithms going wrong or being misused have also increased significantly. Some recent examples include:

• In the 2016 US elections, social media algorithms were cited for shaping and swaying public opinion by creating opinion echo chambers and failing to clamp down on fake news.

• During the 2016 Brexit referendum, algorithms were blamed for the flash crash of the British pound by 6 percent in a matter of two minutes.

• Investigations have found that the algorithm used by criminal justice systems across the United States to predict recidivism rates is biased against certain racial classes.

• Researchers have found erroneous statistical assumptions and bugs in functional magnetic-resonance imaging (fMRI) technology, which raised questions about the validity of many brain studies.

• In several instances, employees have manipulated algorithms to suppress negative results of product safety and quality testing.

• Users have manipulated some artificial intelligence-powered tools to make offensive and inflammatory comments.

• According to a recent study, online ads for high-paying jobs were shown more often to men than to women.

Increasing complexity, lack of transparency around algorithm design, inappropriate use of algorithms, and weak governance are specific reasons why algorithms are subject to such risks as biases, errors, and malicious acts. These risks, in turn, make it difficult to trust algorithms’ decision choices and create concerns around their accuracy.

Many traditional checks and balances are designed for managing “conventional risks” where algorithm-based decisions aren’t significantly involved. But these checks and balances aren’t sufficient for managing risks associated with today’s algorithm-based decision-making systems. This is due to the complexity, unpredictability, and proprietary nature of algorithms, as well as the lack of standards in this space.

These risks have the potential to cascade across an organization and negatively affect its reputation, revenues, business operations, and even regulatory compliance. That’s why it’s important for organizations to understand and proactively manage the risks presented by algorithms to fully capture the algorithms’ value and drive marketplace differentiation.

Growth in sensor-generated data and advancements in data analytics and cognitive technologies have been the biggest drivers of this change, enabling businesses to produce rich insights to guide strategic, operational, and financial decisions.
Definitions of specific technology terms

**Algorithms** are routine processes or sequences of instructions for analyzing data, solving problems, and performing tasks. Traditionally, researchers “programmed” algorithms to perform certain tasks. “Self-learning” algorithms, however, are increasingly replacing programmed algorithms.

**Analytics** is the use of data, statistical modeling science, and algorithms to reliably generate insights, predict outcomes, simulate scenarios, and optimize decisions.

**Cognitive technologies** refer to the underlying technologies that enable artificial intelligence (AI). AI is the theory and development of computer systems that are able to perform tasks that normally require human intelligence.

**Machine learning** is the ability of computer systems to improve their performance through exposure to data, without the need to follow explicitly programmed instructions. Machine learning, along with other technologies, such as computer vision and natural language processing, constitutes the field of cognitive technologies.

**Neural networks** are computer models often used for implementing machine learning. They're designed to mimic aspects of the human brain's structure and function, with elements representing neurons and interconnections. These neural networks comprise layers of virtual neurons that recognize patterns in different kinds of input data, such as numerical data, texts, images, and sounds.

**Deep learning** is an advanced technique to implement machine learning, using neural networks with multiple layers. By leveraging increased computing power, deep learning has expanded machine learning capabilities through more complex representations of data and modeling.
What are algorithmic risks?

Algorithmic risks arise from the use of data analytics and cognitive technology-based software algorithms in various automated and semi-automated decision-making environments. Figure 1 provides a framework for understanding the different areas that are vulnerable to such risks and the underlying factors causing them.

- **Input data** is vulnerable to risks, such as biases in the data used for training; incomplete, outdated, or irrelevant data; insufficiently large and diverse sample size; inappropriate data collection techniques; and a mismatch between the data used for training the algorithm and the actual input data during operations.

- **Algorithm design** is vulnerable to risks, such as biased logic, flawed assumptions or judgments, inappropriate modeling techniques, coding errors, and identifying spurious patterns in the training data.

- **Output decisions** are vulnerable to risks, such as incorrect interpretation of the output, inappropriate use of the output, and disregard of the underlying assumptions.

These risks can be caused by several underlying factors:

- **Human biases**: Cognitive biases of model developers or users can result in flawed output. In addition, lack of governance and misalignment between the organization’s values and individual employees’ behavior can yield unintended outcomes.

  Example: Developers provide biased historical data to train an image recognition algorithm, resulting in the algorithm being unable to correctly recognize minorities.

- **Technical flaws**: Lack of technical rigor or conceptual soundness in the development, training, testing, or validation of the algorithm can lead to an incorrect output.

  Example: Bugs in trading algorithms drive erratic trading of shares and sudden fluctuations in prices, resulting in millions of dollars in losses in a matter of minutes.

- **Usage flaws**: Flaws in the implementation of an algorithm, its integration with operations, or its use by end users can lead to inappropriate decision making.

  Example: Drivers over-rely on driver assistance features in modern cars, believing them to be capable of completely autonomous operation, which can result in traffic accidents.

- **Security flaws**: Internal or external threat actors can gain access to input data, algorithm design, or its output and manipulate them to introduce deliberately flawed outcomes.

  Example: By intentionally feeding incorrect data into a self-learning facial recognition algorithm, attackers are able to impersonate victims via biometric authentication systems.
Why are algorithmic risks gaining prominence today?

While algorithms have been in use for many years, the need to critically evaluate them for biases, lack of technical rigor, usage flaws, and security vulnerabilities has grown significantly in recent times. This growing prominence of algorithmic risks can be attributed to the following factors:

**Algorithms are becoming pervasive**
With the increasing adoption of advanced data analytics and machine learning technology, algorithm use is becoming more prevalent and integral to business processes across industries and functions. It’s also becoming a source of competitive advantage. One study predicts that 47 percent of jobs will be automated by 2033.\(^\text{10}\) Figure 2 highlights some prominent business use cases of algorithms.

These use cases are expected to significantly expand in the near future, given the tremendous growth in IoT-enabled systems. These systems can lead to the development and proliferation of new algorithms for connecting IoT devices and enabling smart applications.

**Machine learning techniques are evolving**
Improvements in computational power coupled with the availability of large volumes of training data—data used to train algorithms—are driving advancements in machine learning. Neural networks are becoming an increasingly popular way of implementing machine learning. Techniques such as deep learning are being used for tasks like computer vision and speech recognition.

These advances in machine learning techniques are enabling the creation of algorithms that have better predictive capabilities but are significantly more complex.

With the increasing adoption of advanced data analytics and machine learning technology, algorithm use is becoming more prevalent and integral to business processes across industries and functions.
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Algorithms are becoming more powerful
Not only are algorithms becoming more pervasive, but the power and responsibility entrusted to them is increasing as well. Due to advancements in deep learning techniques, algorithms are becoming better at prediction and making complex decisions. Today, algorithms are being used to help make many important decisions, such as detecting crime and assigning punishment, deciding investment of millions of dollars, and saving the lives of patients.

Algorithms are becoming more opaque
Algorithms run in the background and often function as black boxes. With their internal workings and functioning largely hidden from developers and end users, monitoring algorithms can be difficult. Many new machine learning techniques, such as deep learning, are so opaque that it’s practically impossible to understand what they deduce from training data and how they reach their conclusions—thus making it hard to judge their correctness. This difficulty in understanding algorithmic decisions, coupled with the unpredictability and continuously evolving nature of algorithms, makes inspecting them a challenge.

Algorithms are becoming targets of hacking
Machine learning algorithms are exhibiting vulnerabilities that can be exploited by hackers. A common vulnerability is the data used to train algorithms. Manipulating that training data as it’s presented to the algorithms results in skewed algorithms that produce erroneous output, which in turn leads to unintended actions and decisions. In addition, attackers are also tampering with the actual live data that the algorithms are applied to. A recent report revealed that cyber criminals are making close to $5 million per day by tricking ad purchasing algorithms with fraudulent ad click data, which is generated by bots rather than humans.¹¹

Many new machine learning techniques, such as deep learning, are so opaque that it’s practically impossible to understand what they deduce from training data and how they reach their conclusions—thus making it hard to judge their correctness.
What do algorithmic risks mean for your organization?

As noted previously, data analytics and cognitive technology-based algorithms are increasingly becoming integral to many business processes, and organizations are investing heavily in them. But if the issues highlighted in this report aren’t adequately managed, the investments may not yield the anticipated benefits. Worse yet, they may subject organizations to unanticipated risks.

The immediate fallouts of these algorithmic risks can include inappropriate and potentially illegal decisions relating to:

- **Finance**, such as inaccurate financial reporting resulting in regulatory penalties and shareholder backlash, as well as taking on unanticipated market risks beyond the organization’s risk appetite.
- **Sales and marketing**, such as discrimination against certain groups of customers in product pricing, product offerings, and ratings.
- **Operations**, such as credit offers, access to health care and education, and product safety and quality.
- **Risk management**, such as not detecting significant risks.
- **Information technology**, such as inadequate business continuity planning and undetected cyber threats.
- **Human resources**, such as discrimination in hiring and performance management practices.

Algorithms operate at faster speeds in fully automated environments, and they become increasingly volatile as algorithms interact with other algorithms or social media platforms. Therefore, algorithmic risks can quickly get out of hand.

Financial markets have already experienced significant instability because of algorithms. The most high-profile instance was the flash crash of 2010, which sent the Dow Jones Industrial Average on a 1,000-point slide.12

Algorithmic risks can also carry broader and long-term implications for an organization, such as:

- **Reputation risks**: The use of algorithms can significantly increase an organization’s exposure to reputation risks. This is particularly true if the various stakeholders believe that the workings of the algorithm aren’t aligned to the ethics and values of the organization, or if the algorithms are designed to covertly manipulate consumers, regulators, or employees.
- **Financial risks**: Errors or vulnerabilities in algorithms, especially those used for financial and strategic decision making, can result in significant revenue loss for organizations and negatively impact the integrity of their financial reporting.
- **Operational risks**: As algorithms are used to automate supply chain and other operational areas, errors can result in significant operational disruptions.

- **Regulatory risks**: Algorithms making decisions that violate the law, circumvent existing rules and regulations, or discriminate against certain groups of people can expose organizations to regulatory and legal actions.
- **Technology risks**: The wide-scale use of advanced algorithms can open up new points of vulnerability for IT infrastructure.
- **Strategic risks**: With algorithms being used increasingly as sources for strategic decision making, errors or vulnerabilities within them can put an organization at a competitive disadvantage.

Given the potential for such long-term negative implications, it’s imperative that algorithmic risks be appropriately and effectively managed. Only then can an organization harness the power of algorithms to expand its value proposition and bring added efficiency and effectiveness to the development and delivery of products and services in the marketplace. By embracing algorithmic technology’s complexities, and proactively managing their risks, organizations can leverage this technology to accelerate corporate performance.
What’s different about managing algorithmic risks?

With the growing urgency of algorithmic risk management, it’s important to note that conventional risk management approaches may not be effective for that purpose. Instead, organizations should rethink and reengineer some of their existing risk management processes due to the inherent nature of algorithms and how they’re used within organizations. For example, algorithmic risk management can’t be a periodic point-in-time exercise. It requires continuous monitoring of algorithms, perhaps through the use of other algorithms. Three factors differentiate algorithmic risk management from traditional risk management:

**Algorithms are proprietary**
Algorithms are typically based on proprietary data, models, and techniques. They’re considered trade secrets and sources of competitive advantage. As a result, organizations are typically unwilling to share data, source code, or the internal workings of their algorithms. This makes it difficult for regulatory agencies and outside watchdog groups to monitor them.

**Algorithms are complex, unpredictable, and difficult to explain**
Even if organizations were to share their algorithm codes, understanding them may be difficult because of their inherent complexity. Many of today’s algorithms are based on machine learning and other advanced technologies. They evolve over time based on input data. In many cases, even the teams that develop them might not be able to predict or explain their behaviors.

**There’s a lack of standards and regulations**
In financial services, model validation has become very important over the past few years, and there are widely accepted standards such as SR 11-7: Guidance on Model Risk Management. But these standards have limitations when applied to complex machine learning techniques such as deep learning. Currently, no widely accepted cross-industry standards exist to govern many types of machine learning algorithms, including processes around data collection, training, and algorithm design.

As a result, there’s a lack of consistent business controls for development, implementation, and use of algorithms. Developers frequently use their experience and theoretical knowledge to make these decisions without management oversight, leading to variations in processes and the increased likelihood of errors.

Also, regulations in this space are still evolving and apply to only a limited set of algorithms, such as those relating to capital management and stress testing in the banking sector. While there have been some attempts to broadly regulate the use of algorithms (especially in Europe), there’s still a lack of clarity about, and many unanswered questions around, how these regulations will be implemented. This lack of standards and regulations makes it difficult to drive accountability and fairness in the use of algorithms.

Machine learning algorithms can even develop their own languages to communicate with each other. This is an area with both tremendous potential and risk, given the anticipated growth in IoT and machine-to-machine communications.

Algorithmic risk management can’t be a periodic point-in-time exercise. It requires continuous monitoring of algorithms, perhaps through the use of other algorithms.
To effectively manage algorithmic risks, there’s a need to modernize traditional risk management frameworks. Organizations should develop and adopt new approaches that are built on strong foundations of enterprise risk management and aligned with leading practices and regulatory requirements. Figure 3 depicts such an approach and its specific elements:

- **Strategy and governance**: Create an algorithmic risk management strategy and governance structure to manage technical and cultural risks. This should include principles, policies, and standards; roles and responsibilities; control processes and procedures; and appropriate personnel selection and training. Providing transparency and processes to handle inquiries can also help organizations use algorithms responsibly.

- **Design, development, deployment, and use**: Develop processes and approaches aligned with the governance structure to address the algorithm life cycle from data selection, to algorithm design, to integration, to actual live use in production.

- **Monitoring and testing**: Establish processes for assessing and overseeing algorithm data inputs, workings, and outputs, leveraging state-of-the-art tools as they become available. Seek objective reviews of algorithms by internal and external parties.

The use of intelligent algorithms offers a wide range of potential benefits to organizations, from innovative products to improved customer experience, to strategic planning, to operational efficiency, and even to risk management.
Is your organization ready to manage algorithmic risks?

A good starting point for implementing an algorithmic risk management framework is to ask important questions about the preparedness of your organization to manage algorithmic risks. For example:

• Does your organization have a good handle on where algorithms are deployed?
• Have you evaluated the potential impact should those algorithms function improperly?
• Does senior management within your organization understand the need to manage algorithmic risks?
• Do you have a clearly established governance structure for overseeing the risks emanating from algorithms?
• Do you have a program in place to manage these risks? If so, are you continuously enhancing the program over time as technologies and requirements evolve?

The rapid proliferation of powerful algorithms in many facets of business is in full swing and is likely to grow unabated for years to come. The use of intelligent algorithms offers a wide range of potential benefits to organizations, from innovative products to improved customer experience, to strategic planning, to operational efficiency, and even to risk management. Yet as this paper has discussed, some of those benefits could be diminished by inherent risks associated with the design, implementation, and use of algorithms—risks that are also likely to increase unless organizations invest effectively in algorithmic risk management capabilities.

But it’s not a journey that organizations need to take alone. The growing awareness of algorithmic risks among researchers, consumer advocacy groups, lawmakers, regulators, and other stakeholders should contribute to a growing body of knowledge about algorithmic risks and, over time, risk management standards. In the meantime, it’s important for organizations to evaluate their use of algorithms in high-risk and high-impact situations and implement leading practices to manage those risks intelligently so algorithms can be harnessed for competitive advantage.

Managing algorithmic complexity can be an opportunity to lead, navigate, and disrupt in your industry.

Are you ready?
Contact us to discuss how the ideas presented in this paper apply to your organization. And how you can begin to open the algorithmic black box and manage the risks hidden within.
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